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We conducted a policy design
exercise with cross disciplinary
researchers for 10 weeks

Observation 1: It was possible to draft policies that
addressed the concerns of involved parties
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: (1.A))

What is the decision-making process of
this tool? In order to make your explanation
accessible and understandable, it should
be written in nontechnical language at an
eighth grade reading level.

Provide some example of an explanation
method you have chosen or developed to
display the way the tool decided for the
individual end-user’s case.

Recommendation 1: We recommend close interdisciplinary
collaboration for an extended period of time for Al policy design
over traditional shorter engagement formats such as workshops
and requests for comments.

Recommendation 2: External engagement under expert
guidance can be an effective model and can scale the process.

Recommendation 3: Academics should further explore
interdisciplinary policy design projects in educational settings.




Explainability means these to data scientists...

Machine Learning Model LIME
This is a “labrador” Because:
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Bhatt, Umang, et al. "Explainable machine learning in deployment." In Proceedings of the 2020 Conference on Fairness, Accountability, and Transparency, pp. 648-657. 2020.
Kaur, Harmanpreet, et al. "Interpreting interpretability: understanding data scientists' use of interpretability tools for machine learning." In Proceedings of the 2020 CHI conference on 3
human factors in computing systems, pp. 1-14. 2020.



But not clear how these technical explanations

are helping the end users
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Cai, Carrie J., et al. "Hello Al': Uncovering the Onboarding Needs of Medical Practitioners for Human-Al Collaborative Decision-Making." Proceedings of the ACM
on Human-Computer Interaction 3, no. CSCW (2019): 1-24.

Rong, Yao, et al. "Towards human-centered explainable ai: A survey of user studies for model explanations." IEEE Transactions on Pattern Analysis and Machine
Intelligence (2023).



R A BIEY Insight - Amazon scraps secret Al
recruiting tool that showed bias against
women

By Jeffrey Dastin —y
ha (<

October 10, 2018 8:50 PM EDT - Updated 6 years ago

; Many people call for Regulation!

covered a big problem:

h [ ] ) BUSINESS JUL 28, 2823 6:47 PM
M ac Ine Blas The Legal Saga of Uber’s Fatal Self-

There's software used across the country to predict future criminals. And Driving Car Crash Is Over

it's biased against blacks. .
After five years of purgatory, Rafaela Vasquez, the

by Julia Angwin, Jeff Larson, Surya Mattu and Lauren Kirchner, ProPublica operator of a self-driving Uber that killed a pedestrian in
Moy 2 2a16 2018, pleaded guilty to endangerment. 5




We see recent movements

towards (self) regulation

THE WHITE HOUSE ‘

OCTOBER 30, 2023

Executive Order on the Safe, Secure, and
Trustworthy Development and Use of
Artificial Intelligence

m » BRIEFING ROOM » PRESIDENTIAL ACTIONS

By the authority vested in me as President by the
Constitution and the laws of the United States of America, it

is hereby ordered as follows:

Jo)

Topics > Digital > Artificial intelligence > EU Al Act: first regulation on artificial intelligence

EU Al Act: first regulation on artificial
intelligence

The use of artificial intelligence in the EU will be regulated by the Al Act, the world’s
first comprehensive Al law. Find out how it will protect you.

Published: 08-06-2023
Last updated: 19-12-2023 - 11:45

The Microsoft
Responsible Al Standard

Explore Microsoft internal guidance on how to
design, build, and test Al systems.




Existing regulatory attempts ended up with

vague policy with little guidance

“Right to Explanation”

“...processing should be subject to suitable safeguards,
which should include [...] the right to [...] obtain an
explanation of the decision reached after such
assessment and to challenge the decision”

[GDPR Recital 71]



Existing regulatory attempts ended up with

vague policy with little guidance

“Right to Explanation”
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“Need something
more actionable”



But designing policy is challenging...

Specially for fast-moving Al

=0
@% % G Too concrete.
O May restrict innovation.

Too generic.
Misinterpretations and loopholes




Calls for interdisciplinary collaboration in policy design

...urging policy and technology experts to work together
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Calls for interdisciplinary collaboration in policy design

...urging policy and technology experts to work together

But we have no guidance on it.
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We tried it out!
A collaborative and iterative policy design exercise
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Research Question

“How to write a policy to usefully quide
explanations for ML products?”
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Research Design

Plan

Readngé on technical
explanations, what makes
a good explanation, etc.

Readings or; d'ifferent
policy styles.
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Research Design

Policy Team:

Policy Lead Yal e

A _A @)
Folicy Seffing Comgremional heorng, wipomed 13 /&Grad Mentor
Policy Goal: Make designers provide specific, transparent proof that they’ve built their tool with end-user and implicated user
explanation in mind. Regulators value the dignity and agency of end-users and implicated users. l N I ‘ ; E RS I I Y

@ Faculty Advisor
A

Readihgé on technical
explanations, what makes
a good explanation, etc.

Requirements:
(1) Provide a guide for end-users on how to best interpret and use the tool. It must include at mnmmum the followmg Act

(A) What is the decision-making process of this tool? In order to make your expl and ble, it
should be written in nontechnical language at an eighth grade reading level.

(B) Describe the best scenario(s) in which to use the tool based on its significant/proven benefits. Write out what other
sources users would still need to consult in those case(s), if any. [..] (i) Provide at least one concrete example of a
best-use scenario.

(C) Describe the most dangerous/most common limitations where relying only on the tool would not be appropriate. (i)
Provide at least one concrete example of a scenario of misuse and how the tool will alert the user. EXChange

(D) Explain to individual users how the tool made a decision in their given instance (i.e. the case-specific explanation for
a unique output of the tool). (i) Provide some example of an explanation method you have chosen or developed to r
display the way the tool decided for the individual end-user’s case. (Some example categories of explanations could be
graphs, text-based explanations, or images. Specific examples could be text-based counterfactuals, SHAP plots.)

Provide a guide on implicated user explanation. This guide would be given to end-users who receive or are expected | Create Comply with

to act on a decision produced by the tool in a way which implicates another person or group in a significant way (e.g. would : N

cause a third party harm or benefit them). The guide could explain how the tool is already built to provide explanations to | POlICY policy

final implicated actors; how the company has ensured that the end-user or organization will provide such information to

implicated actors (and what it includes); or how the company will provide explanations to implicated actors.

(A) dless, such explanations for implicated actors must include: (i) That an Al tool was used in their decision. (ii) A
very short explanation of how the tool works. (iii) What actor(s) used the tool as part of the decision. (iv) What the

decision given to the end-user by the tool was. (v) An explanation of significant personal data used in the tool (e.g.
identifying information, sensitive financial information). (vi) An explanation of your established mechanism to report l e e
misuse or incorrect use of the tool Eng. Lead ll
()
/| Grad Mentor ni
U vers

/QFaculty Advisor

(2

Engineering Team:
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Research Desi

Readii'iicjé on technical
explanations, what makes
a good explanation, etc.

A

Policy Setting: C.
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Thearing,

Policy Goal: Make designers provide specific, transparent proof that they’ve built their tool with end-user and implicated user
explanation in mind. Regulators value the dignity and agency of end-users and implicated users.
Requirements:

)

@

Provide a guide for end-users on how to best interpret and use the tool. It must include at minimum the following:

(A) What is the decision-making process of this tool? In order to make your explanati ible and und; dabl
should be written in nontechnical language at an eighth grade reading level.

(B) Describe the best scenario(s) in which to use the tool based on its significant/proven benefits. Write out what other
sources users would still need to consult in those case(s), if any. [..] (i) Provide at least one concrete example of a
best-use scenario.

(C) Describe the most dangerous/most common limitations where relying only on the tool would not be appropriate. (i)
Provide at least one concrete example of a scenario of misuse and how the tool will alert the user.

(D) Explain to individual users how the tool made a decision in their given instance (i.e. the case-specific explanation for
a unique output of the tool). (i) Provide some example of an explanation method you have chosen or developed to
display the way the tool decided for the individual end-user’s case. (Some example categories of explanations could be
graphs, text-based explanations, or images. Specific examples could be text-based counterfactuals, SHAP plots.)

Provide a guide on implicated user explanation. This guide would be given to end-users who receive or are expected

to act on a decision produced by the tool in a way which implicates another person or group in a significant way (e.g. would

cause a third party harm or benefit them). The guide could explain how the tool is already built to provide explanations to
final implicated actors; how the company has ensured that the end-user or organization will provide such information to
implicated actors (and what it includes); or how the company will provide explanations to implicated actors.

(A) dless, such explanations for implicated actors must include: (i) That an Al tool was used in their decision. (ii) A
very short explanation of how the tool works. (iii) What actor(s) used the tool as part of the decision. (iv) What the
decision given to the end-user by the tool was. (v) An explanation of significant personal data used in the tool (e.g.
identifying information, sensitive financial information). (vi) An explanation of your established mechanism to report
misuse or incorrect use of the tool.

it

Heart Disease Predictor

n

Act \

Exchange

£ 3 A

Create Comply with

policy policy

Here you can:

*  See your likelihood of developing heart disease, from vital parameters. Artificial intelligence {Al) was used in calculating the prediction. Click here|

to learn more about using Al in heart disease predictions and healthcare in general.
N.B. The information provided in this dashboard should not replace the advice or instruction of your Doctor or Health Care Professional.

Your demographics

Welcome, Patient X

Age:
44

Sex:
Male

Your health

Diastolic Blood
Pressure (mmHg):

Max heart rate
(bpm):

179

ded action(s) for pati
risk group:

Discuss with your doctor lifestyle choices that could
reduce risks. It is recommended that you schedule a
follow-up in 3 months to see how changes are
progressing.

in the

130
Number of major vessels
(0-3) colored by
Nuoroscopy

0

Chest pain type:

Atypical
Angina

Serum ch ol Predicted heart di risk
(mg/dl): | Lowrisk |
S 0
Exercise induced
angina:
Yes

Presence of
thalassemia:

No

Your ECG results

Resting.
electrocardiographic
results:

STT wave abrnormalty

ression induced
by exercise (mm).

4

ST-segment slope
after exercise stress:

Flat

20 40 60 80 100

Factors contributing to heart disease risk

The figare below ndicates whiat HeartDisease Predictor found to be the mast important factors in
datarmining your rsk. Bue ncicate factors that decreases your risk for heart disease, Red
bars indicates factors that your risk.

Frodabiity of Heart Disease

Inspired by: Sovrano, F. and Vitali, F. (2023) ‘An objective metric for Explainable Al: How and
why to estimate the degree of explainability’, Knowledge-Based Systems, 278, p. 110866.
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Nine Observations

Observation 1: Over the course of seven weeks of iterations, it was possible to draft policies that addressed the
concerns of involved parties and identify explanations to comply with them and evidence to demonstrate compliance.

Observation 2: Initial policy drafts were naive and influenced by prior knowledge.

Observation 3: Collaboration between the Policy Lead and Engineering Lead facilitated learning and improvement.
Iterative and continuous feedback corrected unclear, unrealistic, unambitious, generic, and restrictive policy drafts.

Observation 4: It was difficult for the policy team to break from dominant, publicly-circulating narratives about Al harms
and anticipate new challenges.

Observation 5: To overcome misunderstanding, both teams had to reflect on their different world-views and make their
implicit assumptions explicit.

Observation 6: Both teams could intuitively identify bad explanations, even when they did not agree on what a good
explanation would be.

Observation 7: It is necessary to identify a clear purpose as well as who the policy aims to protect.

Observation 8: Discussing evidence is essential for policy design. Human-subject studies serve as valuable
evidentiary support, alongside technical approaches (e.g., SHAP, accuracy).

Observation 9: Length and language requirements can be limiting. -




Nine Observations

Observation 1: Over the course of seven weeks of iterations, it was possible to draft policies that addressed the
concerns of involved parties and identify explanations to comply with them and evidence to demonstrate compliance.

Observation 2: Initial policy drafts were naive and influenced by prior knowledge.

Observation 3: Collaboration between the Policy Lead and Engineering Lead facilitated learning and improvement.
Iterative and continuous feedback corrected unclear, unrealistic, unambitious, generic, and restrictive policy drafts.

Observation 7: It is necessary to identify a clear purpose as well as who the policy aims to protect.
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Observation 2: Initial policy drafts were naive and

influenced by prior knowledge

66

Provide tailored statements which disclose,
in plain language, the presence and general
functional nature of an Al tool...

The engineering team did not know what to include in their explanation.
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Observation 3: Collaboration between the Policy Lead and

Engineering Lead facilitated learning and improvement

lterative and continuous feedback corrected
unclear, unrealistic, unambitious, overly generic,

and too restrictive policy drafts.




Observation 3: Collaboration between the Policy Lead and

Engineering Lead facilitated learning and improvement

lterative and continuous feedback corrected
unclear, unrealistic, unambitious, overly generic,

and too restrictive policy drafts.

‘ Gisclose the method that will be used for
individual case confidence scoring and
Justify this method.




Observation 1: It was possible to draft policies that

addressed the concerns of involved parties

27



Observation 1: It was possible to draft policies that

addressed the concerns of involved parties

Policy Setting: Congressional hearing, subpoenaed designers.
Policy Goal: Make designers provide specific, transparent proof that they've built their tool with end-user and implicated user
explanation in mind. Regulators value the dignity and agency of end-users and implicated users.

Requirements:
(1) Provide a guide for end-users on how to best interpret and use the tool. It must include at minimum the following:
(A) Whatis the decision-making process of this tool? In order to make your expl ible and understandable, it

should be written in nontechnical language at an eighth grade reading level.

(B) Describe the best scenario(s) in which to use the tool based on its significant/proven benefits. Write out what other
sources users would still need to consult in those case(s), if any. [..] (i) Provide at least one concrete example of a
best-use scenario.

(C) Describe the most dangerous/most common limitations where relying only on the tool would not be appropriate. (i)
Provide at least one concrete example of a scenario of misuse and how the tool will alert the user.

(D) Explain to individual users how the tool made a decision in their given instance (i.e. the case-specific explanation for
a unique output of the tool). (i) Provide some example of an explanation method you have chosen or developed to
display the way the tool decided for the individual end-user’s case. (Some example categories of explanations could be
graphs, text-based explanations, or images. Specific examples could be text-based counterfactuals, SHAP plots.)

(2) Provide a guide on implicated user explanation. This guide would be given to end-users who receive or are expected
to act on a decision produced by the tool in a way which implicates another person or group in a significant way (e.g. would
cause a third party harm or benefit them). The guide could explain how the tool is already built to provide explanations to
final implicated actors; how the company has ensured that the end-user or organization will provide such information to
implicated actors (and what it mcludes) or how the company will provide explanations to implicated actors.

@A) such i i actors must include: (i) That an Al tool was used in their decision. (ii) A
very short explanation of how the tool works. (iii) What actor(s) used the tool as part of the decision. (iv) What the
decision given to the end-user by the tool was. (v) An explanation of significant personal data used in the tool (e.g.
identifying information, sensitive financial information). (vi) An explanation of your established mechanism to report
misuse or incorrect use of the tool.
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Observation 1: It was possible to draft policies that

addressed the concerns of involved parties

Policy Setting: Congressional hearing, subpoenaed designers.
Policy Goal: Make designers provide specific, transparent proof that f

Policy Setting: Congressional hearing, subpoenaed designers.
Policy Goal: Make designers provide specific, transparent proof that they’ve built their tool with end-user and implicated user
explanation in mind. Regulators value the dignity and agency of end-users and implicated users.

Requirements:
(1) Provide a guide for end-users on how to best interpret and use the tool. It must include at minimum the following:
(A) Whatis the decision-making process of this tool? In order to make your expl ible and understandable, it

should be written in nontechnical language at an eighth grade reading level.

(B) Describe the best scenario(s) in which to use the tool based on its significant/proven benefits. Write out what other
sources users would still need to consult in those case(s), if any. [..] (i) Provide at least one concrete example of a
best-use scenario.

(C) Describe the most dangerous/most common limitations where relying only on the tool would not be appropriate. (i)
Provide at least one concrete example of a scenario of misuse and how the tool will alert the user.

(D) Explain to individual users how the tool made a decision in their given instance (i.e. the case-specific explanation for
a unique output of the tool). (i) Provide some example of an explanation method you have chosen or developed to
display the way the tool decided for the individual end-user’s case. (Some example categories of explanations could be
graphs, text-based explanations, or images. Specific examples could be text-based counterfactuals, SHAP plots.)

(2) Provide a guide on implicated user explanation. This guide would be given to end-users who receive or are expected
to act on a decision produced by the tool in a way which implicates another person or group in a significant way (e.g. would
cause a third party harm or benefit them). The guide could explain how the tool is already built to provide explanations to
final implicated actors; how the company has ensured that the end-user or organization will provide such information to
implicated actors (and what it includes); or how the company will provide explanations to implicated actors.

@A) such ions for impli actors must include: (i) That an Al tool was used in their decision. (ii) A
very short explanation of how the tool works. (iii) What actor(s) used the tool as part of the decision. (iv) What the
decision given to the end-user by the tool was. (v) An explanation of significant personal data used in the tool (e.g.
identifying information, sensitive financial information). (vi) An explanation of your established mechanism to report
misuse or incorrect use of the tool.
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Observation 1: It was possible to draft policies that

addressed the concerns of involved parties

&)

Policy Goal: Make designers provide specific, transparent proof that they've built their tool with end-user and implicated user
. !
accessible and understandable, it should be
(A) What is the decision-making process of this tool? In order to make your 1 ible and und dable, it
eighth grade reading level.
a unique output of the tool). (i) Provide some example of an explanation method you have chosen or developed to
it N N N N £ g . L]
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explanation in mind. Regulators value the dignity and agency of end-users and implicated users.
should be written in nontechnical language at an eighth grade reading level. Wri tte n i n non te C h n ic al l an g ua g e a t an
(C) Describe the most dangerous/most common limitations where relying only on the tool would not be appropriate. (i)
display the way the tool decided for the individual end-user's case. (Some example categories of explanations could be
final implicated actors; how the company has ensured that the end-user or organization will provide such information to

. o L] L3
What is the decision-making process of
: :
Polcy et gl g, o e this tool? In order to make your explanation
s (1.A)
(1) Provide a guide for end-users on how to best interpret and use the tool. It must include at minimum the following:
(B) Describe the best scenario(s) in which to use the tool based on its significant/proven benefits. Write out what other
sources users would still need to consult in those case(s), if any. [..] (i) Provide at least one concrete example of a
Provide at least one concrete example of a scenario of misuse and how the tool will alert the user.
(D) Explain to individual users how the tool made a decision in their given instance (i.e. the case-specific explanation for
graphs, text-based explanations, or images. Specific examples could be text-based counterfactuals, SHAP plots.)
Provide a guide on implicated user explanation. This guide would be given to end-users who receive or are expected
implicated actors (and what it includes); or how the company will provide explanations to implicated actors.
@ such ions for implicated actors must include: (i) That an Al tool was used in their decision. (i) A metho yO u ave cnosen or eve Op e to
very short explanation of how the tool works. (iii) What actor(s) used the tool as part of the decision. (iv) What the ( 1 D )
- display the way the tool decided for the

identifying information, sensitive financial information). (vi) An
misuse or incorrect use of the tool.

of your to report

decision given to the end-user by the tool was. (v) An explanation of significant personal data used in_r.he tool (e.g.
L3 [ J o
J
individual end-user’s case.
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Observations on Explainability Policy Design

Observation 7

For policy design and compliance, it is necessary
to identify a clear purpose as well as who the policy
aims to protect
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Purpose?
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Purpose?

GDPR Recital 71:

“...processing should be subject to suitable safeguards,
which should include [...] the right to [...] obtain an
explanation of the decision reached after such
assessment and to challenge the decision”
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Purpose?

GDPR Recital 71:
“...processing should be subject to suitable safeguards,
which should include [...] the right to [...] obtain an
explanation of the decision reached after such
assessment and to|challenge the decision”
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Purpose?

GDPR Recital 71:
“...processing should be subject to suitable safeguards,
which should include [...] the right to [...] obtain an
explanation of the decision reached after such
assessment and to|challenge the decision”

0Contestation
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Purpose?

GDPR Recital 71:
“...processing should be subject to suitable safeguards,
which should include [...] the right to [...] obtain an
explanation of the decision reached after such
assessment and to|challenge the decision”

0Contestation eHuman-AI Collaboration
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Purpose?

GDPR Recital 71:
“...processing should be subject to suitable safeguards,
which should include [...] the right to [...] obtain an
explanation of the decision reached after such
assessment and to|challenge the decision”

0Contestation eHuman-AI Collaboration eDignity
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Observations on Explainability Policy Design
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Three Recommendations

Recommendation 1: We recommend close interdisciplinary
collaboration for an extended period of time for Al policy design
, over traditional shorter engagement formats such as workshops and
~ requests for comments.

Recommendation 2: External engagement under expert
guidance can be an effective model and can scale the process.

).
|-

Recommendation 3: Academics should further explore
interdisciplinary policy design projects in educational settings.
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Three Recommendations

Recommendation 1: We recommend close interdisciplinary
collaboration for an extended period of time for Al policy design
over traditional shorter engagement formats such as workshops and
requests for comments.

Recommendation 2: External engagement under expert
guidance can be an effective model and can scale the process.
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Recommendation 1: Close interdisciplinary collaboration for an

extended period of time

Two important factors for our success:

close in‘terdisciplinary collaboration for an
collaboration extended period of time

41



close in‘terdisciplinary collaboration for an
collaboration extended period of time
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Recommendation 2: External engagement under expert
guidance can be an effective model and can scale the process

Expert extensive prior experience

External participants without

e Provide guidance e Run the policy design activity
e Part-time engagement e Recruited for multi-week-long project
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“With close interdisciplinary collaboration, we
developed a much better policy”
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L)@ display the way the tool decided for the
individual end-user’s case.
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Picked an example quality: explainable Al

“Explainable artificial intelligence (XAl) is a set of
processes and methods that allows human users
to comprehend and trust the results and output
created by machine learning algorithms.”

historical data ——
l —> prediction/decision

model
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Why explainable Al (XAl)?

Many papers on explainability techniques, but little work to set clear
expectations, guide developers, or evaluate explanations.

Privacy and fairness have become clearer in recent years, but
explainability remains nebulous.

A critical case as per case-study research logic
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Many open-ended questions

“‘What are the consequences of different policy language on explanations?”
“How should model developers provide evidence to assure compliance with a policy?”

“How can policies avoid loopholes and overly restricting what kind of model and
explanations can be used?”

Also questions about the collaboration between the technical expert and policy-maker:
"How easy or hard is it for the Al expert and policy-maker to interact for the policy design?”

"To what extent can they understand each other’s concerns?”
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Is this even possible to write a meaningful policy?

The problem seemed really abstract at the beginning!

How to approach this?

Would people from different background be able to agree on
something?

Open to faill — maybe just observe the challenges in policy design
and interdisciplinary collaboration.

Find opportunities to learn, iterate, and experiment.
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Draw on existing precedents instead of inventing from

scratch — inspirations from several regulatory frameworks

Analogies and examples from regulation and guidance in the
medical domain — Food and Drug Administration (FDA)

Existing guidelines from the financial and consumer protection
spheres, including credit scores

Existing guidelines on software audits

Proposed legislation — the European Union’s Al Act and the U.S.
White House’s Blueprint for an Al Bill of Rights

Records of congressional hearings about credit scores and
insurance from the Federal Register
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Need to work on something concrete — use product use

cases from high-risk domains

Prediction of sepsis or heart disease based on patients’' medical history, detection of
Alzheimer's disease using MRI data, detection of breast cancer using Ultrasound Images.

Prediction of loan defaults based on prior financial history.

Protected Justify data sources, strict Justification for design End-user AND
characteristics, length limits, non-binding cho%ce;illtiranspfafrengy, implicated-user reports,
confitente scores) AT guidelines, limitations & equitability, effectiveness. best-use & misuse
X £ risk disclosure i
disclosure. scenarios.
Policy 1 Policy 3 Policy 5 Policy 7
Policy 2 Policy 4 Policy 6

Scalar framework for use, Suspicious regulators:

Lis"- ftim;e‘: limit:tfm"si & higher burden of proof, . it
P edlca omain
enerits statemen or lay example-speclflc

Data source disclosure,
model accuracy, listing
key factors in model

vs. expert users

Financial domain
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Policy Setting: Congressional hearing, subpoenaed designers.

Policy Goal: Make designers provide specific, transparent proof that they’ve built their tool with end-user and implicated user
explanation in mind. Regulators value the dignity and agency of end-users and implicated users.

Requirements:

(1) Provide a guide for end-users on how to best interpret and use the tool. It must include at minimum the following:

(A) What is the decision-making process of this tool? In order to make your explanation accessible and understandable, it
should be written in nontechnical language at an eighth grade reading level.

(B) Describe the best scenario(s) in which to use the tool based on its significant/proven benefits. Write out what other
sources users would still need to consult in those case(s), if any. [...] (i) Provide at least one concrete example of a
best-use scenario.

(C) Describe the most dangerous/most common limitations where relying only on the tool would not be appropriate. (i)
Provide at least one concrete example of a scenario of misuse and how the tool will alert the user.

(D) Explain to individual users how the tool made a decision in their given instance (i.e. the case-specific explanation for
a unique output of the tool). (i) Provide some example of an explanation method you have chosen or developed to
display the way the tool decided for the individual end-user’s case. (Some example categories of explanations could be
graphs, text-based explanations, or images. Specific examples could be text-based counterfactuals, SHAP plots.)

(2) Provide a guide on implicated user explanation. This guide would be given to end-users who receive or are expected
to act on a decision produced by the tool in a way which implicates another person or group in a significant way (e.g. would
cause a third party harm or benefit them). The guide could explain how the tool is already built to provide explanations to
final implicated actors; how the company has ensured that the end-user or organization will provide such information to
implicated actors (and what it includes); or how the company will provide explanations to implicated actors.

(A) Regardless, such explanations for implicated actors must include: (i) That an Al tool was used in their decision. (ii) A
very short explanation of how the tool works. (iii) What actor(s) used the tool as part of the decision. (iv) What the
decision given to the end-user by the tool was. (v) An explanation of significant personal data used in the tool (e.g.
identifying information, sensitive financial information). (vi) An explanation of your established mechanism to report
misuse or incorrect use of the tool.



Observations on Explainability Policy Design

Observation 8

Discussing evidence is essential for policy
design. Human-subject studies serve as
valuable evidentiary support, alongside
technical approaches (e.g., SHAP, accuracy).
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Technical approaches are great, but may not be enough

Machine Learning Model LIME
This is a “labrador” Because:

Why?

least important most important

High
Glucose

Age

BMI
DiabetesPedigreeFunction

SkinThickness

Feature value

Pregnancies

Insulin

BloodPressure e

r T T T T T T T Low
-03 -02 -01 0.0 0.1 0.2 0.3 0.4

SHAP value (impact on model output)
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Observations on Explainability Policy Design

Observation 8

Discussing evidence is essential for policy ‘
design. Human-subject studies serve as nu

valuable evidentiary support, alongside
technical approaches (e.g., SHAP, accuracy).
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Recommendation 3: Academics should further explore
interdisciplinary policy design projects in educational settings
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Next Step: Policy Evaluation

“How do data scientists interpret policies,
react to different policy purposes, and provide
evidence for compliance?”
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